
Message vs. messenger effects on cross-modal matching for spoken phrases 

Catherine T. Best1, Christian H. Kroos2, Karen E. Mulak1, Shaun Halovic3, Mathilde Fort4, 
Christine Kitamura1 

1University of Western Sydney, Australia 2Curtin University, Australia 3Westmead Hospital, 
Australia, 4Universitat Pompeu Fabra, Spain 

c.best@uws.edu.au, christian.kroos@curtin.edu.au, k.mulak@uws.edu.au, 
shaun.halovic@health.nsw.gov.au, mathilde.fort@upf.edu, c.kitamura@uws.edu.au 

 

Abstract 
A core issue in speech perception and word recognition 

research is the nature of information perceivers use to identify 
spoken utterances across indexical variations in their phonetic 
details, such as talker and accent differences. Separately, a 
crucial question in audio-visual research is the nature of 
information perceivers use to recognize phonetic congruency 
between the audio and visual (talking face) signals that arise 
from speaking. We combined these issues in a study 
examining how differences between connected speech 
utterances (messages) versus between talkers and accents 
(messenger characteristics) contribute to recognition of cross-
modal articulatory congruence between audio-only (AO) and 
video-only (VO) components of spoken utterances. Partici-
pants heard AO phrases in their native regional English accent 
or another English accent, and then saw two synchronous VO 
displays of point-light talking faces from which they had to 
select the one that corresponded to the audio target. The 
incorrect video in each pair was either the same or a different 
phrase as the audio target, produced by the same or a different 
talker, who spoke in either the same or a different English 
accent. Results indicate that cross-modal articulatory 
correspondence is more accurately and quickly detected for 
message content than for messenger details, suggesting that 
recognising the linguistic message is more fundamental than 
messenger features is to cross-modal detection of audio-visual 
articulatory congruency. Nonetheless, messenger characteris-
tics, especially accent, affected performance to some degree, 
analogous to recent findings in AO speech research. 

Index Terms: cross-modal congruency, talker and accent 
effects, point-light talkers, articulatory information 

1. Introduction 
The project we report on brings together several lines of 

research, which have traditionally been pursued separately. 
We have combined these issues here to investigate the 
contribution of the linguistic message, versus the indexical 
characteristics of its messenger, to perceivers’ recognition of 
cross-modal articulatory congruency between the separated 
audio and visual components of a spoken utterance. Thus, the 
first and most fundamental research topic underlying this 
study is that of audio-visual (AV) speech perception, or more 
broadly, the investigation of speech as a multimodal object of 
perception. Findings show that adult perception of acoustic 
speech is systematically influenced by synchronized visible 
articulatory information when the talker’s face is perceptually 
available. For example, perception of speech in noise 
improves substantially if the talking face is presented 

simultaneously [1]. Also, if a face articulates one vowel 
simultaneously with audio presentation of a different vowel, 
listeners perceive a vowel that falls between the two in vowel 
space [2]. In the McGurk effect, an audio consonant’s per-
ceived place of articulation changes categorically if a different 
(incongruous) consonant is presented synchronously [3]. 

These observations raise a key question: what information 
do perceivers extract from audiovisual (AV) speech that 
allows them to recognize place of articulation correspondence 
between the audio and video signals? This question has not 
been a primary concern in most AV speech perception 
research, although there have been some exceptions  [e.g., 4-
7]. Instead it has been simply and widely assumed that 
auditory perceptual processes handle the acoustic speech 
signal, visual processes handle the optical signal from the 
talking face, and a mediating cognitive mechanism somehow 
interrelates the two incommensurate forms of information. 

However, in auditory-only (AO) speech research, one of 
the foundational issues addressed has been the nature of the 
information perceived in speech. A common view in this 
research area is that acoustic “cues” serve as the basic objects 
of speech perception, which are then transformed to phonetic 
information by auditory and/or computational cognitive 
processes. We posit, instead, that the alternative Amodal 
Articulatory view [4-7] is more amenable to achieving a full 
understanding of how perceivers recognize congruence or 
incongruence between the audio and visual components of a 
spoken utterance. The core premise of that view is that 
perceivers detect amodal articulatory information that is 
carried within and across each of the signal modalities shaped 
by the articulatory gestures of speech (which include also the 
tactile and aerodynamic modalities). 

Comparative evaluation of the auditory versus articulatory 
viewpoints requires tests of intermodal recognition (cross-
modal “transfer”) of the invariant amodal articulatory 
information shared by AO and video-only (VO) tokens of a 
given articulatory target. Such tasks have been used in recent 
studies of adults and infants [8, 9]. In synchronous bimodal 
AV speech, one modality can directly influence (“capture”) 
the other, making it impossible to tease out exactly what 
perceivers detected in each modality. Moreover, the temporal 
synchrony between modalities in bimodal AV stimuli allows 
participants to rely on short-term AV temporal incongruences 
to detect the mismatching video. Temporal synchrony is 
absent if the modalities are separated, thus restricting detection 
of intermodal congruency to the common dynamic articulatory 
invariants shared between congruent AO and VO signals. 

A third line of research offers a promising, innovative 
approach that can be adapted for investigating the possibility 
that the basic amodal information perceivers detect in each 



modality of speech is articulatory in nature. Research 
examining the perception of biological motion generated the 
technique of presenting point-light displays of human actors 
dressed in black, against a black field, stemming from an 
initial focus on walking and other bodily actions such as 
running, dancing, lifting etc. In these point-light displays, all 
that is visible is the motion of small lights or reflectors 
attached at the actors’ major joints. The point-light approach 
has the benefit of minimizing static morphological identity 
information to viewers (which would be available in videos or 
facial mesh animations of a talking face), while maintaining 
the natural kinematics of the human actors’ motions including 
facial articulations in speech. Perceivers can reliably recognize 
a walker’s emotion and sex, and even their identity if they are 
familiar to the viewer (e.g., a classmate), from point-light 
video stimuli [10-13]. Important to the present study, which 
adopts point-light stimuli for use in cross-modal congruency 
detection for spoken utterances, this approach has been 
successfully applied to research on perception of talking faces. 
Phonemes, words and sentences can be recognized when the 
message involves many relatively visible articulations (lip and 
jaw motion variations) just from the point-light kinematics of 
facial motion, minimizing static identity information [14-17]. 

A fourth major line of research contributing to our study 
comes from AO spoken word recognition research: talker and 
accent (messenger) effects on perception of linguistic 
messages. Indexical information, i.e., non-linguistic or 
paralinguistic features of the messenger, substantially affects 
recognition of and memory for spoken words and phrases, 
either facilitative or inhibitory depending on the task at hand 
[18-20]. More recently, systematic regional accent differences, 
which provide indexical details about groups of talkers, have 
become an additional focus in research on indexical influences 
in spoken word recognition [21-23]. 

The present study integrated the major themes of the four 
research topics discussed above. We probed the contributions 
of linguistic information versus talker- and accent-specific 
indexical information (i.e., message versus messenger charac-
teristics) on detection of congruency between the temporally 
separated audio and video components of short connected-
speech utterances. We had participants judge which of two 
point-light talking face displays (VO) matched a preceding 
AO utterance, to index their ability to detect amodal articulato-
ry information across the two modalities. We adopted a point-
light approach for the visual stimuli in order to minimize static 
facial identity information, and hence prevent the participants 
from relying on simply learning a relationship between an 
individual’s recognizable full-video face and their voice.  

The perceptual participants for this study were Australian, 
thus we selected two talkers of their native accent of 
Australian English (AusE). We chose two talkers of American 
English (AmE) for the non-native English accent because, on 
the one hand, its articulatory properties differ from AusE in 
ways that are expected to be reasonably visible. These 
differences are related to tongue and jaw position (e.g., the 
vowel in DRESS is somewhat lower, i.e., the jaw is a little 
lower in AmE than in AusE), as well as degree of lip rounding 
in some cases (e.g., the diphthongal vowel in GOAT is visibly 
lip-rounded in AmE, but is a different, less rounded diphthong 
in AusE). AmE also differs from AusE in rhoticization: post-
vocalic /r/ is overtly pronounced in AmE, again with some 
visible effects at the lips, but not in AusE, a so-called non-
rhotic accent. In addition, Australians certainly experience 
AusE in full multimodal live interactions much more often 

than they do AmE, yet AmE is still fairly familiar to most 
young Australians via movies, television, radio, online media, 
etc. The balance between familiarity but less frequent and less 
rich interactive experience with the non-native accent AmE is 
important to this study in order that we can examine possible 
effects of relative accent familiarity on cross-modal matching 
performance but without risking poor recognition of the 
messages produced by the AmE speakers, as might have ben 
the case for a completely unfamiliar English accent. 

2. Method 
We created a simplified variant of the cross-modal match 

detection procedure of Pons and colleagues [8] for adults, 
which temporally separates the presentation of the AO speech 
and VO point-light facial motion for each target utterance. On 
each trial, participants decided which of two different side-by-
side VO point-light facial-motion displays was producing the 
same AO utterance that immediately preceded the video clips. 

2.1. Stimuli 

The audio and video stimuli for this study were extracted 
from an existing corpus of multi-modal recorded speech 
material that included several read texts, word lists and 
spontaneous speech. For the stimuli of the current study we 
selected one of the text readings, the children’s story ‘Chicken 
Little’, as it yields meaningful, connected speech but with 
controlled content and phrasing across all speakers. Our lab 
has used this story in other ongoing studies that focus on the 
early development of infants’ ability to recognize known or 
newly-learned words spoken in their native accent versus in 
other English accents [22-23]. The story recordings had 
therefore been read in a lively manner, as though to a young 
child, presenting a reasonably amount of prosodic variation. 
We reasoned that the audio and facial prosodic variations 
might provide some help to the participants in the cross-modal 
match task (see 2.3), which we expected to be challenging. 

2.1.1. Speakers 

Six female speakers (3 Australians, 3 Americans; 23-25 
years of age) had been audio-recorded producing the Chicken 
Little passage as part of a larger study designed to examine 
articulatory similarities and differences between Australian 
and American English, and to use various subsets of the 
recordings as stimuli for a series of perceptual studies. The 
AusE speakers were all born and raised in greater western 
Sydney, Australia; the AmE speakers were all born and raised 
in the northeast U.S.A. (Connecticut, Massachusetts). 

In addition to the audio recordings, we had also recorded 
the speakers’ concomitant tongue, lip and jaw motions using 
electromagnetic articulometry (EMA: Carstens AG500), and 
their facial motions using an optical passive marker-based 
tracking system (Vicon Motion Systems Ltd). It was the Vicon 
and audio recordings that were of interest for the present 
study; the EMA data were not used here. 

For creation of our stimuli, we selected the two speakers 
of each accent with the most similar speech rates. (The third 
American speaker had a notably faster speech rate than the 
others, while there were technical problems for several aspects 
of the third Australian speaker’s recordings.) 

2.1.2. Facial motion recordings 

At the recording sessions, four Vicon MX40 cameras were 



placed in a 2 x 2 matrix in front of the participant, and two 
additional cameras each at the corresponding heights to the left 
and right sides of the speaker’s head. Twenty-one hemis-
pherical 3-mm markers were attached with adhesive tape 
at/near major facial landmarks on the surface of the 
participants’ faces. For most landmarks, markers were placed 
on equivalent locations on both halves of the face. However, a 
few marker locations had to be skipped on the left side 
because the simultaneous EMA recordings required the wires 
from the EMA sensors be attached to the left side of the face 
with medical tape. Six face markers were placed around the 
vermilion border of the lips, one at the right corner of the 
mouth, three on the chin, three on the cheeks, six on the nose 
(tip, bridge, and the wings and corners of the nose on both 
sides), and two at the inner and outer ends of the right eye 
brow. Finally, three 9-mm spherical markers were sewn at the 
centre and each side of an elastic-fabric forehead band that the 
speaker wore, enabling us to track head motion (see Figure 1). 
The recording sample rate was 200 Hz. 

The face motion capture data were first cleaned manually 
frame by frame: spurious ’ghost’ markers due to tracking 
ambiguities were removed and short-lived passages of tracking 
loss (a few samples) were interpolated using Vicon’s Woltring 
quintic spline filter [24]. This processing was done in Matlab 
(The MathWorks, Inc.), as was the creation of the final point-
light video clips based on the Vicon data, described below. 

Figure 1: Face marker locations (blue dots) in the 
Vicon recordings. The markers used to create the 
current video stimuli are shown with red outlines; 
those lacking inner blue dots indicate markers that 
were “mirrored” from the markers on the right side of 
the face, in each video frame, to generate the left brow 
and left corner of the mouth. 

For the point-light displays needed for the VO stimuli of 
the current study, a subset of markers was chosen: all seven lip 
markers, all six nose markers, the lower two of the three chin 
markers and the two right eye brow markers (see Fig. 1). The 
missing marker at the left corner of the mouth and the two left 
eye brow markers were satisfactorily approximated by 
mirroring the equivalent, existing markers on the left side of 
the face, as follows: The face was computationally stabilised 
by removing head motion computed via the General 
Procrustes Method [25] using the three head band markers and 
the marker on the bridge of the nose. The necessary reference 

position was created using the markers on the bridge and the 
tip of the nose and the geometrical midpoint of the line 
between the two markers at the corners of the wings of the 
nose. All initial coordinates were taken from a single static 
frame with a neutral face expression. The three points were 
assumed to define the mid-sagittal plane and their coordinates 
were adjusted to make the longitudinal (vertical) axis as a line 
connecting the bridge of the nose and the nose wing midpoint. 
The coordinates were also translated to make the bridge of the 
nose the origin of the coordinate system. Thus, the stabilised 
face was aligned with the axes of the coordinate system and 
centred. The missing left side markers were then created for 
each motion frame by reversing the sign in the lateral 
dimension of their right side complements. Finally, head 
motion was added back to arrive at the final complete three-
dimensional motion data set.  

Point-light stimuli were created by down-sampling the 
motion data to 25 Hz and rendering the markers as white 
circles on black background as seen from a frontal view point. 
To optimize recognition of the display as a talking face, white 
connecting lines between markers were added: connecting the 
markers around the mouth in order to show a moving outline 
of the lips, connecting the nose markers in order to make the 
three-dimensional shape of the nose more apparent and, 
finally, connecting the markers in each pair for the two 
eyebrows and the chin (see Figure 2, and supplemental 
illustrative AV clips VB2-1_4s.mp4 and RX2-2b_4s.mp4). 
Note that because the connected markers of the mouth were on 
the outer edge of the lips (vermillion border) rather than the 
inner border, where markers cannot be fixed, the mouth never 
appeared to actually close. Nonetheless, the mouth outline 
motions indicated opening, closing and narrowing gestures of 
the lips, yet without directly displaying between-lip contact 
(e.g., /b/, /p/) versus approximation (/w/, /v/, /f/).  

Figure 2. Frame taken 
from one target video. In 
the AV clip [see VB2-
1_4s.mp4], the audio is 
synched with the video for 
illustration purposes, but 
during the task, audio and 
video files were presented 
separately (AO, VO). For 
comparison, our second 
AV clip [RX2-2b_4s.mp4] 
shows a different phrase+ 
talker+accent. 

2.1.3. Audio-only and video-only stimuli for this study 

The original Chicken Little recording was collected in 7 
sub-passages. Each sub-passage was ~ 30 s, which is too long 
for purposes of the current study, so we selected the two sub-
passages with the lowest number of speech errors by the four 
speakers for further processing. For each of these we 
synchronized audio + point-light video by matching sustained 
lip closures to sustained pauses in the audio (i.e., prosodic 
boundaries), then divided it into smaller excerpts according to 
phrase boundaries, yielding files that ranged from 2 to 12 s. 
Most excerpts contained some direct speech, an inquit and a 
narrated action. As the study design required equal length for 
all stimuli, and a 4 s duration was considered adequate for 
AO!VO congruency decisions, only excerpts of 5+ s were 



retained. Eight such excerpts (henceforth “phrases”) were 
chosen for stimuli. Within each phrase a word ending was 
chosen on the basis that it was as close as possible to the 4 s 
target on average across the four talkers. The phrases of all 
four speakers were then excised to end with this word, which 
constrained the item to exactly the same phrase for each 
speaker. This also avoided the potential problem of phrase-
final phenomena being present in some stimuli but not others. 
The resulting phrases, all ~ 4 s, were then separated into 
audio-only (AO) and video-only (VO) files, which were each 
slightly stretched or compressed to exactly 4 s using Adobe 
Premiere (videos) and Audacity (audio files). We used 
Audacity’s Change Tempo function to alter the duration but 
maintain the pitch (fo) of the audio phrases. 

2.2. Participants in the perceptual task 

Participants in the cross-modal matching study were 16 (8 
females) monolingual speakers of Australian English (AusE) 
from Sydney, Australia, aged 19 to 35 years (M = 26.7, 
SD = 5.3). They were recruited by word-of-mouth, or through 
advertisement on the research participation system at the 
University of Western Sydney. None were fluent in any other 
languages. As was expected, and desirable for this study, 15 
reported experience with AmE, citing exposure via television, 
cinema and other media (N = 14), a short visit to the United 
States (N = 2), and/or an AmE classmate (N = 1). Those 
recruited via word-of-mouth received $20, while those recruit-
ed via the research participation system received course credit. 

Table 1. Test conditions A-D, re: MAIN and any addi-
tional differences between audio-match and audio -
mismatch video choice pairs. Audio targets were 50% 
Australian (Aus), 50% American (Am) per condition. 

Condition Audio Accent Mismatching Video 
Phrase Talker Accent 

A: PHRASE AusE or AmE different same same 
B: PHRASE 

+Talker+Accent AusE or AmE different different different 

C: TALKER AusE or AmE same different same 
D: TALKER 

+Accent AusE or AmE same different different 

2.3. Procedure 

Participants sat in front of a Lenovo ThinkPad laptop with 
a 15.6-in. monitor and completed a forced-choice task. For 
each trial, participants first heard one of the 4-s audio phrases 
from the Chicken Little passage with a black screen on the 
laptop. Immediately following, participants saw two of the 
point-light videos playing side by side, in white against a black 
screen (see example video frame, Fig. 2), each measuring 320 
x 240 pixels, and centred vertically on the 640 x 480 pixel 
display. Participants were instructed to indicate via keyboard 
press of the left or right Alt key whether they thought the 
previous auditory phrase corresponded to the left or right 
point-light display. Once a selection had been made, the 
background behind the point-light displays changed from 
black to white to signal that a response had been recorded. E-
Prime software (version 2.0.8.22) was used for stimulus 
presentation and response recording. After 4 training trials, 
participants completed the test phase of 256 trials composed of 
64 trials each for four conditions, characterized by different 
relationships between the video choice pair, i.e., between the 

phrase/talker/accent of the video that matched the preceding 
audio target vs. the audio-mismatching video (see Table 1). In 
each condition, half of the trials presented an AusE audio tar-
get (native accent), the other half an AmE (non-native English 
accent) audio target. Test trials were given in random order ac-
ross conditions and audio accents; the task took about 1 hour. 

3. Results 
Two analyses of variance (ANOVA) were conducted, each 

implemented as repeated measures GLM (General Linear 
Model): one was applied to the accuracy data, the other to the 
reaction time (RT) data for correct responses. Both ANOVAs 
had two within-subject factors: Condition (4) and Accent (2) 
of the audio target. For the accuracy data only, we also ran t-
tests on each Condition x Accent cell, to confirm whether or 
not performance was above chance, which is important to 
interpreting the results, and whether or not there was a signifi-
cant main effect of Accent, or interaction with Condition. 

Within each ANOVA, we specified several planned 
contrasts: 1-2) Condition A vs B for each audio accent, which 
tests whether talker/accent (“messenger”) differences signifi-
cantly affect the ability to match the point light video to the 
audio target when the videos present different phrases, for 
both the native AusE accent and non-native AmE accent; 3-4) 
planned contrasts between Aus and Am audio accents in each 
of Condition A and B, to test whether relative exposure to the 
accents (Aus>>Am) affects performance; and 5-8) the same 
four planned contrasts for Conditions C and D. 

3.1. Accuracy performance 

Figure 3 displays Condition x Accent accuracy as propor-
tion of correct responses above/below chance (difference 
scores from 0.5). The accuracy ANOVA revealed a significant 
effect for Condition, F(3,45) = 25.25, p < .0001, ηp

2 = .627, but 
not for Accent. The Condition x Accent interaction was only 
marginally significant, F(3,45) = 2.46, p < .075, ηp

2 = .141. 
Pairwise comparisons among Conditions*Accent indicated 
that for AusE audio targets Conditions A and B each showed 
significantly greater accuracy (Mproportions correct = .684 and 
.678, respectively) than both Condition C (.516) and D (.49), 
both p’s < .003, but A did not differ from B nor did C differ 
from D. For AmE audio targets, the general same pattern was 
seen but A (Mproportion correct = .652) and B (.631) differed 
only marginally from C (.543) and D (.551), p’s = .07 to .09; 
A did not differ from B nor did C differ from D. 

Only one planned contrast was significant, indicating an 
accent effect in Condition B (different video phrases with 
different talkers/accents), with accuracy higher when the audio 
target was native AusE (Mproportion correct = .68) than when it 
was non-native AmE (.63), F(1,15) = 5.51, p < .033, ηp

2 = .269. 
The reverse pattern seems evident in Condition D (same 
phrase, different talkers/accents), i.e., AmE (.55) > AusE (.49), 
but the difference was non-significant, F(1,15) = 2.61, p < 
.127, ηp

2 = .148. No other planned contrasts were sigificant. 

Accuracy was significantly above chance for Condition A 
both on AusE audio trials (Mproportion correct = .68), t(15) = 
5.93, p < .0001, and AmE audio trials (.65), t(15) = 4.76, p < 
.0001, and for Condition B on both AusE (.68), t(15) = 6.93, p 
< .0001, and AmE (.63) audio trials, t(15) = 5.33, p < .0001, 
However, for Condition C, accuracy was significantly above 
chance on AmE audio trials (.54), t(15) = 2.47, p < .03, but not 
AusE (.516) trials. Likewise, accuracy in Condition D was 



above chance for AmE audio trials (.55), t(15) = 2.47, p < .03, 
but not AusE (.49) audio trials. 

Figure 3: Mean accuracy difference from chance (.5) on 
point-light display on trials for each audio accent in each con-
dition (top panel: left=A, right=B; bottom panel: left=C, 
right=D). *Significantly above chance. Error bars are s.e.m. 

3.2. Reaction times for correct responses 

Figure 4 displays Condition x Accent reaction times (RTs) 
for correct responses, displayed as the difference in RT from 
the end of the phrase in the videos. As can be seen, in all but 
one case the mean RT indicates decisions were made on 
average somewhat prior to the end of the phrase. 

The RT ANOVA revealed a significant effect for 
Condition, F(3,45) = 3.65, p < .02, ηp

2 = .196, as well as for 
Accent, F(3,45) = 12.05, p < .003, ηp

2 = .445. The Condition x 
Accent interaction was not significant, F(3,45) = 2.22, p < 
.098, ηp

2 = .129. Pairwise comparisons among Conditions 
indicated that no Condition differed significantly in RT from 
any of the others, unlike the case with the accuracy findings. 

Also differing from the accuracy analyses, but in the 
converse direction, several of the planned contrasts were 
significant for the RT findings. For trials with AmE audio 
targets, RT for Condition A (MRT = 3720 ms from onset of the 

videos) differed significantly from Condition B (3952 ms), 
F(1,15) = 7.87, p < .013, ηp

2 = .344, i.e., responses occurred 
sooner when the point-light displays were the same AmE 
talker producing different phrases. There was also a significant 
accent difference in the faster condition (A), F(1,15) = 10.31, p 
< .006, ηp

2 = .407, with responses faster on AmE same-talker 
trials (3720 ms) than on AusE (3881 ms) trials. A similar but 
less robust pattern was seen for Conditions C and D: RT 
differed significantly between them for AmE audio targets, 
F(1,15) = 4.45, p = .05, ηp

2 = .229, being faster for Condition C 
(MRT = 3743 ms) than D (3911 ms), i.e., when only the talker 
and not the accent differed between the point-light displays of 
the same phrase. And there was a marginal accent difference 
favoring AmE (3742 ms) over AusE (3903 ms) in that same 
condition (C), F(1,15) = 3.72, p = .09, ηp

2 = .179. 

Figure 4: Mean reaction time (RT) measured from end of 
video target phrase, for correct point-light choices on trials of 
each audio accent in each condition (top panel: left=A, right 
=B; bottom panel: left=C, right=D). Error bars are s.e.m. 

4. Discussion 
We first note that this task was, not surprisingly, fairly 

difficult for the participants. The best mean accuracy scores, in 
Conditions A and B, were only ~15% above chance, i.e., 
around 65% percent correct. Nonetheless, accuracy was still 
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significantly above chance in most cells of the design. The two 
exceptions occurred in Conditions C and D when AusE was 
the accent of the audio target item (see Figure 3, lower panel). 

The primary finding of note is that overall, participants are 
clearly better able to perceive differences in the message, i.e., 
the phrase being spoken, both within and across talkers and 
accents, than they are to detect differences in talker and/or 
accent when the same phrase is being spoken. This supports 
the notion that the linguistic message is more salient and/or 
important in audio-visual articulatory congruency detection for 
speech, than are the messenger properties related to talker and 
accent. Nevertheless, messenger characteristics did contribute 
significant effects, for some conditions when the audio target 
was spoken in the native AusE accent, in other cases when it 
was spoken in the non-native AmE accent. 

Notably, when the point-light video choices differed only 
in talker and/or accent (same phrase), there were accent effects 
and they were clearly biased toward better performance when 
the audio tokens were in the non-native AmE accent than 
when they were in the native AusE accent. This was somewhat 
unexpected, but suggests the possibility that under these 
especially demanding video choice conditions, perceivers are 
more sensitive to differences in amodal articulatory patterns in 
both audio phrases and point-light motion of a talking face for 
an English accent other than their own native accent, at least 
when the other accent is nonetheless fairly familiar to them. 
The demands of the task conditions may spur them to attend 
more closely to fine-grained indexical (messenger) differences 
in the sound and sight of spoken phrases when the accent is 
non-native than when it is native. 

5. Conclusions 
In conclusion, it appears that in cross-modal detection of 

congruency between an audio utterance and the motions of the 
talking face, when the visual information is restricted to point-
light displays that present articulatory kinematics but minimize 
static talker identity information, what is most salient to 
perceivers is visible differences in the phrases being spoken. 
Still, messenger characteristics do impinge on performance, 
more subtly yet reliably. There was greater accuracy on the 
more familiar native accent when the point-light choices are 
between different phrases. However, RT was faster for the 
non-native accent when the point-light choices reflected only 
talker and/or accent differences for the same phrase. We 
conclude that indexical properties, i.e. the messenger features 
of talker and accent, do influence cross-modal recognition of 
the articulatory patterns of spoken messages, akin to talker and 
accent effects on audio-only recognition of words and phrases.  
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